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FUNDING & COSTS

Costs vary depending upon the scope of the integrated justice project. Funding also varies depending upon the jurisdiction. Most states have used a combination of grant money and general revenue to fund integrated justice. For example:

· Washington DC has expended $3 million in grant and general revenue money to build the JUSTIS portal and core data transfer server.
 

· Kansas has used $12 million ($9 million in Byrne and NCHIP and $3 million in general revenue) to fund integrated justice. The major expenditures were $2.8 million for AFIS, $3.6 million for a Criminal History Repository, $2.5 million for an ASTRA network, $2 million for local systems, and $1 million for network security.
 

LESSONS LEARNED

Middleware architecture has many advantages but also some vulnerabilities. The following discussion addresses several design considerations that directly and indirectly affect the successful development of a robust and reliable middleware system. 

· “PUSH” vs. “PULL” - Colorado relies primarily on a modified “pull” architecture where keys are pushed to the receiving system and used to retrieve the appropriate data using a pull from the sender. This provides data persistence for the sender in the event of a communication or other transfer failure. The downside to this approach is that it adds significant overhead to the transfer process as data is staged and pulled from on system to another. Using a “push” architecture reduces the processing effort required to move data through the system by sending all of the relevant data in the initial call. Using a push model still requires the development of recovery mechanisms in the event of a failure, but this can be an exception process rather than the foundation of the entire architecture. 

· UNIT OF WORK - A unit of work is the grouping or packaging of related data into one bundle that is sent through the system at the same time. Middleware message sizes can be extremely large - easily large enough to contain all data related to an individual data transfer. Transferring all related data in one package makes it easier to manage and track through the system. 

This differs from a modular approach where data is sent in logical chunks or packets of information, such as charges, offender demographics, etc. Often these packets closely resemble the normalized data structures. Using this approach, multiple units of similar information are sent through the system and must be reassembled at the destination. This opens the door for transactions to be incomplete. Since each transfer can consist of an indeterminate number of these modular records, managing the entire transaction – insuring that it is complete and in the proper sequence - can be difficult and may require some kind of begin and end transaction indicator.

Colorado is built around this latter model. Many of the Colorado data transfers involve the processing of multiple rows or records of data. For example, each charge is sent as an individual record or row in the charge transfer. Without additional data, such as a transaction id or unit of work identifier, the system (the Colorado central middleware application) cannot determine when all of the data has been received or whether it is in the proper sequence. 

· UNIQUE TRANSACTION ID - Use a unique transaction identifier to manage data through system. An additional mechanism used to insure that data is grouped together and routed correctly is to attach a unique transaction processing identifier to each unit of work. Using a system assigned identifier simplifies the tracking of data through the system. Since the middleware model essentially hands-off data from one system to another, having a unique identification number assigned to the entire transaction makes trouble-shooting easier when chasing data between systems. In addition, all transfers should include externally valid identifiers, such as name, case number, id numbers, etc. These data make it easier for humans to track the data, which further simplifies error tracking and correction. 

· COMPLETION MESSAGES - Provide successful completion messages as well as failure messages back to sender. A store-forward architecture may be built around the assumption that a transfer is successful unless an error is returned. This places a tremendous burden on the error-handling mechanisms developed throughout the system and can leave a transfer in an unknown state. If only failure messages are returned, the sender cannot know if the message was received successfully or if it never arrived at its destination. A more reliable approach is to provide an acknowledgment message for both successes and failures. In a multi-tiered middleware system, failure can occur at many different points for many different reasons. Insuring that error-handling code is developed to correctly respond to all of these types of failures is much more complex than establishing a common acknowledgement mechanism for all data transfers. 

· MULTIPLE DATABASES TO PERFORM MULTIPLE FUNCTIONS – The Colorado system has two principle requirements – to transfer data between systems, and to query data from the Central Index database and the other systems. Consider designing two separate databases to fulfill these two different requirements. The database design for a transaction processing system is significantly different from one designed to track and audit data transfers. The designs of on-line transaction processing (OLTP) systems are optimized around the need to provide both update/processing functions as well as keyed retrieval (query) capability. OLTP databases are normalized to reduce redundant data storage and provide fast response times. The middleware model of moving data from one system to another must be optimized to insure that the data is received, processed (if necessary), forwarded to its destination, and acknowledged. This requires that the database manage data only long enough to insure its delivery, and reliability is more important than performance. 

· STANDARDIZE CRITICAL IDENTIFIERS - Person, case, etc. Carefully weigh the long-term costs of maintaining multiple legacy system identifiers. The original model for Colorado was to develop an integrated system that minimized the impact on the existing legacy systems. As a result, Colorado was expected to track and manage the individual system identifiers needed to send, receive, and query data from each of the legacy systems. This model creates a long-term maintenance burden by placing the complexity of managing and synchronizing multiple system identifiers in the middle. Serious consideration must be given to “biting the bullet” upfront and standardizing these identifiers on each legacy system and modifying these systems accordingly. Maintaining individual identifiers has resulted in unexpected data corruption and inconsistencies between the systems. 

· ADOPT A CONSISTENT INTERFACE ARCHITECTURE – Do not make the middle manage multiple interfaces. Like standardization of identifiers, modify the legacy systems to meet a standard interface model. The “pay me now or pay me later” maxim is true for interface mechanisms as well. When the Colorado system was developed, middleware and data exchanges standards such as XML were relatively new and immature. At that time, the goal was just to be able to connect the five heterogeneous systems involved and share data. As a result, several different data interface architectures were required to accomplish this. Today, this technology has matured to the point that a single architecture and interface model can be adopted. Standardize on a single model if possible to reduce the complexity and long-term cost of maintaining the system. 

· DO NOT DESIGN A SYSTEM TO WORK - DESIGN IT SO IT CANNOT FAIL - Provide sufficient error handling and logging services to quickly identify and resolve problems. It is easy to design systems that work when everything functions as expected. It is much more expensive and difficult to design systems and processes that cannot fail under any circumstance. 

· DO NOT ACCOMMODATE INACCURATE DATA MODELS - If a legacy system does not accurately model the business data or practices, change the legacy system - do not attempt to reconcile the error through the middle. Its better to fix the problem at the source than apply Band-Aids to it in an effort to make it fit with the accurate representation of the data model. 

· DO NOT RELY ON THE TRUSTED HOST - The trusted host model assumes that each legacy application can be relied upon to apply all appropriate edits and perform all necessary data validation tasks. This can be a risky assumption. If edits are not applied correctly, corrupt data from one system can quickly pass to another like an unintended virus. Can you afford to let this happen? Should the “middle” apply a redundant set of edits to insure data integrity? One must weigh the risk of proliferating corrupt data throughout multiple agencies and systems against the cost of preventing this from happening. Garbage In-Garbage Out takes on a new meaning when data from one system corrupts several others. 

· BEWARE OF THE FAILURE OF ANALYSIS - There are few people with the global expertise and view of the criminal justice system necessary to glue these different applications together into one integrated system. You have to grow this expertise internally as a part of the analysis and requirements process. Do not rely on a technical expert only. Do not assume that one subject-matter expert from the field represents the only way of doing business. Run the risk of “analysis paralysis” or you may end up with a solution to the wrong problem.  
· Learn about software applications before implementation - Do not start using a new software package at the start of an important undertaking, such as a criminal history rewrite. Nevada is using a new programming software package to rewrite their criminal history. Criminal justice representatives had no prior knowledge or experience with this software before programming began. Halfway through programming, it was discovered that NCIC security issues were a problem. In addition, programmers had to relearn how to program using the new applications. These two things, among others, stalled the project and left programmers searching for solutions. 

WAS PARTICIPATION MANDATORY?
Participation is normally voluntary, however, the states that have unified court systems and the states that provide funding are better able to guide integration through the investment of resources. 

WHAT DATA IS SHARABLE?
Sharable data is data that is legally available to the end user. No system, that has been reviewed, requires the sharing of data that is not legally available or forces an agency to share its data.

HOW IS DATA QUALITY ADDRESSED?
Data quality is ensured by different methods depending on the design of the system. For example, portal systems rely largely on the rules and regulations of the participating agencies. Additionally, statutes and administrative rule authority regulate the dissemination of certain types of information, such as criminal history data.  

Data quality in Washington DC is governed by a Data Quality Alliance Working Group. The goal of this group is to improve the quality of justice information by creating an alliance of justice agency quality control officers and an automated method of identifying data inconsistencies. Once identified, inconsistencies are reviewed and corrective action is taken.

GANG DATA

The dissemination of the gang data, contained in LEADS, is governed by rules and regulations promulgated by the Illinois State Police under administrative code authority. 

HOW ARE BUSINESS RULES DEVELOPED?
Business rules are developed by determining the needs of the users. This is often accomplished by determining both the “as is” and “to be” stages of information sharing. Much of this work has been done in Illinois through the work of the Scenario for Information Sharing and the Exchange Points Analysis. This model has been suggested by SEARCH. It has been followed by most integrated justice initiatives. 

TACTICAL COMPONENT TO STRATEGIC PLAN
Every existing statewide, integrated justice system has a tactical component to their strategic plan. These include:

· Colorado

· Delaware

· Minnesota

· Nebraska

· Pennsylvania

· Kentucky

· Kansas

WHAT OTHER STATES ARE WORKING ON INTEGRATION?
Virtually every state in the nation is working on some form of integrated justice from the improvement of the delivery of state level systems to justice integration at the county and municipal level.

HOW MUCH JUSTICE INFORMATION SHARING IS OCCURRING IN ILLINOIS COUNTIES?

Illinois counties are involved in a variety of integration projects. For example:

· Lake County is currently developing an integrated justice plan. They are working with consultants and have completed modeling all justice information exchanges within their jurisdiction. 

· McHenry County is in the early stages of developing an integrated justice system that seeks to eliminate duplication of data entry across the justice enterprise and integrate court data with related agencies across the state.

· McLean County (Bloomington/Normal) boasts one of the most advanced integrated justice systems in the nation. McLean County is implementing TRW’s E*Justice System with appropriate modifications to meet McLean County’s specific needs. E*Justice is an integrated software system that enables workflow and information exchange between courts and justice agencies.

· Sangamon County (Springfield) recently released an RFP for integration involving CAD, RMS, Mobile Data, Fire Records Management, and Automatic Field Reporting.

· Tazewell County has begun an integrated justice effort using the TRW E* Justice system and software developed for McLean. 







